
In order to reconstruct good graphs from the randomly In order to reconstruct good graphs from the randomly 
positioned initial vertices it is important that the spring positioned initial vertices it is important that the spring 
model is not over damped nor under damped. Since model is not over damped nor under damped. Since 
we are solving the system of differential equations we are solving the system of differential equations 
numerically, in case of over damped or under damped, numerically, in case of over damped or under damped, 
reaching to the local minimum is almost impossible. To reaching to the local minimum is almost impossible. To 
correct this we choose the damping constant, spring correct this we choose the damping constant, spring 
constant, and repelling constants carefully. After constant, and repelling constants carefully. After 
experimenting with different graphs we have concluded experimenting with different graphs we have concluded 
that a dynamic model with respect  to different graphs that a dynamic model with respect  to different graphs 
is required.is required.

Damping constantDamping constant

we suggest that the value of damping constant is we suggest that the value of damping constant is 
proportional to the degree of each node. For example if proportional to the degree of each node. For example if 
we have a node with three springs connected to it then we have a node with three springs connected to it then 
there is more damping required for that node.there is more damping required for that node.

Spring and repulsion ConstantsSpring and repulsion Constants

We suggest that the value of the spring constant and We suggest that the value of the spring constant and 
also repulsion constant are directly related. For also repulsion constant are directly related. For 
example if we increase the strength of the spring then example if we increase the strength of the spring then 
we need to have stronger repulsion force. However the we need to have stronger repulsion force. However the 
relation between the spring and repulsion constant is relation between the spring and repulsion constant is 
not linear. We suggest the ratio of  not linear. We suggest the ratio of  

where where AA is the repulsion constant, is the repulsion constant, BB is the spring is the spring 
constant, and constant, and nn is the number of nodes in the graph.is the number of nodes in the graph.
On the other hand if we have a node with a high On the other hand if we have a node with a high 
degree then the repulsion force should be small on this degree then the repulsion force should be small on this 
node and consequently less force for our spring.node and consequently less force for our spring.
We can summarize all these in the following.We can summarize all these in the following.
Spring constant:Spring constant:

Damping constant:Damping constant:

Repulsion constant:Repulsion constant:

where              is the degree of node where              is the degree of node i.i.
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ResultsResults

•• Find an aesthetic layout of the graph that clearly Find an aesthetic layout of the graph that clearly 
conveys its structure.conveys its structure.
•• Assign a location for each node and a route for Assign a location for each node and a route for 
each edge, so that the resulting drawing is “nice”.each edge, so that the resulting drawing is “nice”.

Problem

In this poster we present the spring algorithm for In this poster we present the spring algorithm for 
drawing directed and undirected graphs of vertices drawing directed and undirected graphs of vertices 
and edges in 2D or 3D. Starting from random initial and edges in 2D or 3D. Starting from random initial 
position for the vertices, the algorithm finds a local position for the vertices, the algorithm finds a local 
minimal total energy of the graph. While graph minimal total energy of the graph. While graph 
drawing is a complicated problem, this algorithm drawing is a complicated problem, this algorithm 
requires no special knowledge about the structure of requires no special knowledge about the structure of 
the graph, The Maple implementation of this algorithm the graph, The Maple implementation of this algorithm 
will be used by the Graph Theory Package. will be used by the Graph Theory Package. 

•• Replace edges with springs (zero rest length). Replace edges with springs (zero rest length). 
•• Replace vertices with electricallyReplace vertices with electrically chargedcharged particles. particles. 
These particles repel each other. These particles repel each other. 
•• Add dampingAdd damping term. term. 

This is a differential equation for the node iThis is a differential equation for the node i

Example
The system for the graph below is:The system for the graph below is:
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We solve this system by the We solve this system by the FehlbergFehlberg fourthfourth--fifth fifth 
order order RungeRunge--KuttaKutta method (RKF45) with degree method (RKF45) with degree 
four four interpolantinterpolant. This can be done in Maple by the . This can be done in Maple by the 
dsolve[numericdsolve[numeric] command.] command.
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•• We observed that the result of this algorithm is better We observed that the result of this algorithm is better 
with random initial positions.with random initial positions.
•• Since the initial positions are chosen randomly the Since the initial positions are chosen randomly the 
final positions might be different. final positions might be different. 
•• The major disadvantage is that it is very slow. The major disadvantage is that it is very slow. order    order    
where where nn is the number of nodes in 2D. is the number of nodes in 2D. 

n2

Graphs in 2DGraphs in 2D

Graphs in 3DGraphs in 3D

1
( )deg ni

We have implemented this idea in Maple. In this We have implemented this idea in Maple. In this 
implementation we have designed the following implementation we have designed the following 
options:options:

••animationanimation: This options will show an animation of : This options will show an animation of 
the vertices and edges moving toward the local the vertices and edges moving toward the local 
solution. This way the user can follow how the graph solution. This way the user can follow how the graph 
evolves, seeing it unfold from a tangled mess into a evolves, seeing it unfold from a tangled mess into a 
goodgood--looking configuration.looking configuration.

••dimensiondimension: With this option the user can choose to : With this option the user can choose to 
see the graph in 2D or 3D.see the graph in 2D or 3D.

••directiondirection: With this option the user can choose to : With this option the user can choose to 
see the direction of edges.  see the direction of edges.  
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